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The Burden of Type 2 Diabetes 

§ Type 2 diabetes is chronic disease with a long term metabolic 
disorder characterized by
– Either resists the effects of insulin, or cannot produce enough insulin
– High blood sugar (Hyperglycemia)

§ United States (2017)
– 30.3 million people have diabetes (9.4% of the U.S. population)

• 23.1 million diagnosed 
• 7.2 million undiagnosed

– 90% to 95% of them are type 2 diabetes 
– Cost hundreds of billions of dollars per year
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Centers for Disease Control and Prevention. National diabetes statistics report: estimates of diabetes and its burden 
in the united states. National Diabetes Statistics Report, 2017. 



Type 2 Diabetes Complications
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§ Blindness

§ Skin conditions

§ Foot damage

§ Nerve damage

§ Kidney failure

§ Stroke

§ Heart attack

§ Even death 



Early Prediction of Complications from EHRs

§ Electronic health records (EHRs) are readily available

§ Research questions:
– When will a patient develop complications after the initial T2DM 

diagnosis? 
– Given the EHR records of two group of patients, which group is more 

likely to develop complications? 

§ It is critical for designing personalized treatment plans 
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Main Challenges 

§ Data censoring in time-to-event modeling
– Limited duration of the study period 
– Losing track of patients during the observation period

§ Capture the correlations between multiple T2DM complications
– Different complications are manifestations of a common underlying 

condition — high blood sugar 
– Modeling complications as independent of one another leads to 

suboptimal models
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Survival Analysis

§ Cox model: maximizes a partial likelihood objective
– Does not directly model event probability 
– Depends only on the relative ordering of event times (not actual times)

§ Parametric survival models 
– Assume baseline hazard function follows some distribution 
– Not flexible enough to capture the complex event patterns 
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RankSvx: Data-driven Survival Model

§ Simultaneously achieve two important metrics 
– Accurate prediction of event times, and 
– Good ranking of the relative risks of two patients 
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Multi-task RankSvx

§ Capture association between different diabetes complications
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Experimental Setup and Data 

§ De-identified patients between the years 2011 and 2015 from a large 
electronic medical claims database

§ T2DM patient cohort 
– I. The frequency ratio between Type 2 diabetes visits to Type 1 diabetes 

visits is larger than 0.5; AND 
– II-a. The patient have two (2) or more Type 2 diabetes records on different 

days; OR 
– II-b. The patient received insulin and/or antidiabetic medication

§ Prediction variables:
– Patient demographics: age, gender and weight index. 
– ICD codes: 359 ICD features 
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Experimental Setup and Data 

§ T2DM patient cohort from a large electronic medical claims database 
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Table 2: List of the five T2DM complications in this study.

T2DM Complication
(Abbreviation) Description Example ICD codes

Retinopathy (RET) eye disease caused by damage to the blood vessels in the
tissue at the back of the eye (retina)

25050, 25052, 24950, 24951,
36201-36207, E08311-E0839

Neuropathy (NEU) nerve damage most often affecting the legs and feet 25060, 25062, 24960, 24961
Nephrology (NEP) kidney disease characterized by hardening of the glomerulus 25040, 25042, 24940, 24941

Vascular Disease (VAS) vascular diseases including peripheral vascular disease,
cardiovascular disease, and cerebrovascular diseases

25070, 25072, 24970, 24971,
E0851, E08621-E08622, E0859

Hyperosmolar (HYPER) serious condition caused by high blood sugar levels 25020, 25022, 24920, 24921,
E0800, E0900, E1100, E1300

Table 3: Data statistics and patient characteristics.

Complication # instances # observations Female ratio Average age (SD) 19–44 pct. 45–54 pct. 55–64 pct.

RET 5604 1868 35.03% 52.50 (8.58) 17.02% 33.21% 49.50%
NEU 11874 3958 36.97% 52.53 (8.59) 16.97% 33.01% 49.82%
NEP 4074 1358 37.02% 52.52 (8.91) 17.53% 31.44% 50.86%
VAS 2517 839 39.85% 53.17 (8.31) 15.06% 31.55% 53.12%

HYPER 651 217 36.41% 52.00 (8.90) 19.35% 32.72% 47.93%

a SD, standard deviation

Experimental setup and data

We conducted a retrospective cohort study using the
MarketScan Commercial Claims and Encounter (CCAE)
database from Truven Health. The data on the patients are
contributed by a selection of large employers, health plans,
and government and public organizations. We used a dataset
of deidentified patients between the years 2011 and 2015.
The patient cohort used in the study consisted of T2DM pa-
tients selected based on the following criteria:
I. The frequency ratio between Type 2 diabetes visits to

Type 1 diabetes visits is larger than 0.5; AND
II-a. The patient have two (2) or more Type 2 diabetes

records on different days; OR
II-b. The patient received insulin and/or antidiabetic medi-

cation.
Finally, patients who were under 19 years old or over 64
years old at first diagnosis of T2DM are removed.

We use following prediction variables:
• Patient demographics: Patient demographics include age,

gender and weight index. In addition to age as one continu-
ous variable, we also include three binary variables for age
intervals of 19–44, 45–54 and 55–64.

• ICD codes: We use the historical medical conditions fea-
tures encoded as International Classification of Disease
(ICD) codes. We use group ICD codes according to their
first three digits, and filter out ICDs appearing in fewer than
100 patients. As a result we have 359 ICD features.

We further removed patients with less than 20 ICD records.
Five common complications of T2DM, described in Table

2 are used in this study. Table 3 shows some basic statistics
of the patient cohort.

Evaluation protocol

We aim to answer the following two questions:

Question 1: How does the performance of our proposed
model (RankSvx) compare to traditional survival models
and regression models? To this end, we compare our pro-
posed model with the following baseline algorithms:

• Cox model (Cox 1972): Cox is the most widely used sur-
vival model and is a semi-parametric model as it does not
assume any distribution on the baseline function.

• Parametric survival models (Mittal et al. 2013) including
Weibull, Log-Logistic, and Log-normal. They make dif-
ferent assumptions about the baseline survival function.

• Regression models (i.e., squared regression, Poisson re-
gression, and Log-normal regression) that directly model
the event times but cannot leverage the censored data.

Question 2: How does the performance of the multi-task
learning approach compare to the single-task learning ap-
proach? To this end, we compare our proposed multi-task
version of the model (MTL-RankSvx) to our single-task
version (RankSvx).

We evaluate the models using the following metrics:
Concordance index (CI): CI is one of the most commonly
used metrics for survival models. It can be interpreted as the
fraction of all pairs of patients, the order of whose predicted
response matches the order of their observed response. CI is
defined as CI = 1
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Training and testing We randomly sample 67% of the co-
hort as training data, and we use the remaining 33% hold out
for testing. All the models are implemented with gradient
descent optimization and and we apply the Adam (Kingma
and Ba 2014) method to automatically adapt the step size
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Result Comparisons 
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Conclusion 

§ To the best of our knowledge, this paper presents the first study to 
investigate the early prediction of T2DM complications from EHRs 

§ A novel data-driven survival analysis approach for time-to-event 
modeling

§ Developed a multi-task version of the survival model 

§ Extensive experiments validated the performance of our model 
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Future Work

§ Incorporating more features or new feature representations can 
potentially improve prediction performance

§ Analyze and identify the important associated risk factors by feature
selection

§ Adapting our models to other chronic diseases and other types of 
electronic health record data 
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